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Sample Size and its Importance in Research

Chittaranjan Andrade

ABSTRACT

The sample size for a study needs to be estimated at the time the study is proposed; too large a sample is unnecessary 
and unethical, and too small a sample is unscientific and also unethical. The necessary sample size can be calculated, 
using statistical software, based on certain assumptions. If no assumptions can be made, then an arbitrary sample size 
is set for a pilot study. This article discusses sample size and how it relates to matters such as ethics, statistical power, 
the primary and secondary hypotheses in a study, and findings from larger vs. smaller samples.
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Studies are conducted on samples because it is usually 
impossible to study the entire population. Conclusions 
drawn from samples are intended to be generalized to 
the population, and sometimes to the future as well. 
The sample must therefore be representative of the 
population. This is best ensured by the use of proper 
methods of sampling. The sample must also be adequate 
in size – in fact, no more and no less.

SAMPLE SIZE AND ETHICS

A sample that is larger than necessary will be better 
representative of the population and will hence provide 
more accurate results. However, beyond a certain point, 
the increase in accuracy will be small and hence not 
worth the effort and expense involved in recruiting 
the extra patients. Furthermore, an overly large sample 

would inconvenience more patients than might be 
necessary for the study objectives; this is unethical. In 
contrast, a sample that is smaller than necessary would 
have insufficient statistical power to answer the primary 
research question, and a statistically nonsignificant 
result could merely be because of inadequate sample 
size (Type 2 or false negative error). Thus, a small 
sample could result in the patients in the study being 
inconvenienced with no benefit to future patients or 
to science. This is also unethical.

In this regard, inconvenience to patients refers to the 
time that they spend in clinical assessments and to 
the psychological and physical discomfort that they 
experience in assessments such as interviews, blood 
sampling, and other procedures.
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ESTIMATING SAMPLE SIZE

So how large should a sample be? In hypothesis 
testing studies, this is mathematically calculated, 
conventionally, as the sample size necessary to be 80% 
certain of identifying a statistically significant outcome 
should the hypothesis be true for the population, 
with P for statistical significance set at 0.05. Some 
investigators power their studies for 90% instead of 
80%, and some set the threshold for significance at 0.01 
rather than 0.05. Both choices are uncommon because 
the necessary sample size becomes large, and the study 
becomes more expensive and more difficult to conduct. 
Many investigators increase the sample size by 10%, or 
by whatever proportion they can justify, to compensate 
for expected dropout, incomplete records, biological 
specimens that do not meet laboratory requirements 
for testing, and other study‑related problems.

Sample size calculations require assumptions about 
expected means and standard deviations, or event risks, 
in different groups; or, upon expected effect sizes. For 
example, a study may be powered to detect an effect 
size of 0.5; or a response rate of 60% with drug vs. 40% 
with placebo.[1] When no guesstimates or expectations 
are possible, pilot studies are conducted on a sample 
that is arbitrary in size but what might be considered 
reasonable for the field.

The sample size may need to be larger in multicenter 
studies because of statistical noise (due to variations 
in patient characteristics, nonspecific treatment 
characteristics, rating practices, environments, etc. 
between study centers).[2] Sample size calculations can 
be performed manually or using statistical software; 
online calculators that provide free service can easily be 
identified by search engines. G*Power is an example of a 
free, downloadable program for sample size estimation. 
The manual and tutorial for G*Power can also be 
downloaded.

PRIMARY AND SECONDARY ANALYSES

The sample size is calculated for the primary hypothesis 
of the study. What is the difference between the primary 
hypothesis, primary outcome and primary outcome 
measure? As an example, the primary outcome may be 
a reduction in the severity of depression, the primary 
outcome measure may be the Montgomery‑Asberg 
Depression Rating Scale (MADRS) and the primary 
hypothesis may be that reduction in MADRS scores is 
greater with the drug than with placebo. The primary 
hypothesis is tested in the primary analysis.

Studies almost always have many hypotheses; for  
example, that the study drug will outperform placebo on 

measures of depression, suicidality, anxiety, disability and 
quality of life. The sample size necessary for adequate 
statistical power to test each of these hypotheses will 
be different. Because a study can have only one sample 
size, it can be powered for only one outcome, the 
primary outcome. Therefore, the study would be either 
overpowered or underpowered for the other outcomes. 
These outcomes are therefore called secondary outcomes, 
and are associated with secondary hypotheses, and are 
tested in secondary analyses. Secondary analyses are 
generally considered exploratory because when many 
hypotheses in a study are each tested at a P < 0.05 level 
for significance, some may emerge statistically significant 
by chance (Type 1 or false positive errors).[3]

INTERPRETING RESULTS

Here is an interesting question. A test of the primary 
hypothesis yielded a P value of 0.07. Might we conclude 
that our sample was underpowered for the study and that, 
had our sample been larger, we would have identified a 
significant result? No! The reason is that larger samples 
will more accurately represent the population value, 
whereas smaller samples could be off the mark in either 
direction – towards or away from the population value. 
In this context, readers should also note that no matter 
how small the P value for an estimate is, the population 
value of that estimate remains the same.[4]

On a parting note, it is unlikely that population values 
will be null. That is, for example, that the response rate 
to the drug will be exactly the same as that to placebo, 
or that the correlation between height and age at onset 
of schizophrenia will be zero. If the sample size is large 
enough, even such small differences between groups, 
or trivial correlations, would be detected as being 
statistically significant. This does not mean that the 
findings are clinically significant.
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